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Abstract 
The present study presents a semi-automatic method for parsing and filtering of noun phrases from citation 
contexts.  The purpose of the method is to extract contextual, agreed upon, and pertinent noun phrases, to be 
used in visualization studies for naming clusters (concept groups) or concept symbols.  The method is applied in 
a case study, which forms part of a larger dissertation work concerning the applicability of bibliometric methods 
for thesaurus construction.  The case study is carried out within periodontology, a specialty area of dentistry.  
The result of the case study indicates that the method is able to identify highly important noun phrases, and that 
these phrases accurately describe their parent clusters.  Hence, the method is able to reduce the labour intensive 
work of manual citation context analysis, though further refinements are still needed. 

Introduction 
A common challenge in literature visualization studies is how to interpret the actual mappings of 
document entities.  Dimensionality and link reduction algorithms are typically applied to investigate 
co-citation networks for their salient structures (e.g., Börner, Chen, & Boyack, 2003).  However, it 
greatly enhances the interpretability of the resulting mappings, if co-citation networks are somehow 
transformed into some sort of conceptual networks (e.g., Small, 1986).  In this paper, we introduce a 
semi-automatic parsing method designed to transform a document co-citation network into a 
conceptual network of noun phrases.   

Most often in document co-citation analyses, the aggregate clusters of cited references are named 
by single words (White & McCain, 1989; 1997; Wilson, 1999).  The process of naming clusters is 
usually automatic.  Specific entities, from documents citing the individual members of a cluster, are 
extracted and subsequently subjected to a frequency analysis.  Consequently, the most frequently 
occurring citing document entities in the research front are used to name the topic(s) or concept(s) of 
the cluster (e.g., White & McCain, 1989; Wilson, 1999).  It is important to emphasize that the 
automatic extraction of entities typically means extraction of single word entities, and not multiple 
word entities, such as noun phrases.  A notable exception is the studies by Noyons and colleagues 
(e.g., 1999), where noun phrases are extracted from titles and abstracts of citing papers.   

For practical reasons, the composition of document representations in the citation databases of ISI, 
usually determine the entities available for naming clusters (White & McCain, 1989).  The most 
commonly used of these entities are title words or ISI’s special subject categories.  Conversely, 
domain dependent databases are often used in co-word studies (He, 1999).  Further, domain dependent 
databases can also be used in conjunction with citation databases in document co-citation studies.  In 
the latter case, the same bibliographic reference is identified in the citation database, as well as in the 
domain dependent database (Ingwersen & Christensen, 1997).  The document representation of the 
citation database provides the references needed for the co-citation analysis, whereas, the domain 
specific indexing descriptors and classification codes, for the same document representation, can be 
obtained from the domain dependent database (Ingwersen & Christensen, 1997).  As a result, the latter 
can be used for naming or evaluation of the generated co-citation clusters. 

The seminal work by Small (1978) is a more sophisticated approach to the transformation of 
document co-citation networks into conceptual networks.  Small (1978) established that highly cited 
documents symbolize concepts to those who cite them.  While it has long been known, that when 
references are turned into citations they can be construed as subject headings (e.g., Garfield, 1974), 
different people may construe the same cited document differently.  Small (1978) showed, however, 
that citing authors in chemistry tend to be both specific and highly uniform in the meanings they 
assign to cited documents, as revealed by the contexts of the references.  Scientists tend to give earlier 
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works consensual meaning by ‘piling up’ identical or similar words and phrases in the sentences in 
which their citation markers are embedded (Small, 1978).  Consequently, when citation contexts show 
that citing authors have used a cited document to stand for a given idea more or less uniformly over 
many papers, the document has, according to Small (1978), attained the status of a concept symbol.  
Accordingly, the highly cited document communicates a specific topic and resembles a subject 
heading or descriptor.  The focus of citation context analysis is naming of individual cited references.  
As a result, the basis for naming their aggregate clusters is the common concept(s) identified among 
the member concept symbols.  It is believed that naming references and clusters by use of citation 
context analysis ensures contextual and pertinent phrasal concepts (e.g., Small, 1986). 

Unfortunately, citation context analysis is usually labour intensive work, where the full text of 
citing documents is manually scanned to identify citation contexts in order to select key phrasal 
concepts that capture major aspects of the cited documents (e.g., Small, 1978; 1986; Rees-Potter, 
1989).  Research by O’Conner (1982; 1983) shows that citation contexts can be identified 
automatically within the structure of full text documents.  Nevertheless, O’Conner (1982; 1983) only 
extracted single words from the citation contexts.  Furthermore, Small (1979) has pointed out that it is 
unlikely that the identification process of concept symbols can be done entirely automatically.  
According to Small (1979), a computer cannot recognize unforeseen synonymy, thus, the words and 
phrases that show consensus on what documents symbolize must therefore be recognized by a human 
reader.   
 
The purpose of the present paper is to introduce a semi-automatic method for extraction of noun 
phrases by natural language parsing of citation contexts in citing documents.  This is different from the 
studies by Noyons and colleagues (e.g., 1999) mentioned above, where phrases are extracted from 
titles and abstracts of citing papers.  A subsequent frequency analysis and filtering procedure create a 
portfolio of important noun phrases, which is attached to each of the highly cited references.  The 
portfolio of noun phrases constitutes the basis used to characterize the cited references and eventually 
naming their parent clusters.  Accordingly, the method transforms a document co-citation network into 
a conceptual network of noun phrases.   

The aim of the present work is to improve the single word naming of clusters, by use of noun 
phrases instead.  We believe that noun phrases more accurately describe the topic(s) and concept(s) of 
a cluster and its individual members.  As demonstrated by Small (1978), such noun phrases should be 
extracted from citation contexts of citing documents.  Further, these noun phrases are contextual, they 
probably reflect consensus usage of terminology, accordingly, they resemble agreed upon indexing 
descriptors.  The aim is therefore to develop and explore a method that can reduce the labour intensive 
work in connection with citation context analysis.  We believe that parsing of citation contexts reduces 
the workload and eventually improves the process of naming clusters and their individual members in 
mapping studies.   

The paper is composed of four main sections.  Section two presents the integrated method of 
document co-citation analysis, visualization, and citation context analysis used for construction of the 
conceptual network.  Section three outlines the main results.  Finally, in section four we discuss the 
main findings.   

Method 
The present study derives from a comprehensive dissertation work that investigates the applicability of 
bibliometric methods for semi-automatic thesaurus construction (Schneider, 2004; Schneider & 
Borlund, 2004).  Only the basic methodical steps are outlined here.  Readers are referred to Schneider 
(2004) for a more detailed description of the method and the results.   

In this study, we apply an integrated method of document co-citation analysis, visualization, 
including complete-link cluster analysis and Pathfinder network scaling, and citation context analysis, 
including semi-automatic parsing of citation contexts.  The study is based on bibliographic data 
retrieved and downloaded from Science Citation Index® (SCI®) hosted by Dialog®.  The 
bibliographic data contain 801 research and review papers published within periodontology in 2001.  
Periodontology is a specialty area within dentistry.   
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For practical reasons pertaining to the dissertation work, a citation threshold value of 13 is decided 
upon.  Due to the chosen threshold value, the 64 most highly cited references within periodontology in 
2001are selected for the co-citation analysis.   

Co-citation analysis and visualization 
A central point of the present study is to create coherent concept groups that contain semantically 
related concept symbols.  That is, clusters of significantly highly co-cited reference pairs.  As 
demonstrated by Small and Greenlee (1980), highly cited references that are not co-cited a significant 
number of times with other selected cited references, can cause problems to the subsequent co-citation 
clustering.  To minimize the possibility of singletons occurring during the clustering procedure, 
relative co-citation strengths are calculated by use of the Jaccard proximity measure (Small & 
Greenlee, 1980).  The threshold value is set to 0.16.  The threshold reduces the co-citation matrix to 45 
cited references.  All references thus participate in at least one significant co-citation relation on or 
above the 0.16 threshold.  The reduced co-citation matrix forms the basis for the subsequent complete-
link cluster analysis, as well as the Pathfinder network scaling.  Complete-link clustering is preferable 
if conceptually solid clusters are wanted (e.g., Sparck Jones, 1971). 

The purpose of the cluster analysis is to highlight the salient topics within periodontology, as 
reflected in the citing literature for the year 2001.  In the present case, such clusters are termed concept 
groups, as we assume that they are an aggregate of their member concept symbols.  To obtain a more 
intuitive understanding of concept group compositions, and their structural relations, the Pathfinder 
network algorithm (Schvaneveldt, 1990) is applied.  Pathfinder network scaling simplifies the co-
citation matrix by retaining the strongest co-citation links with reference to the triangle inequality 
condition (Schvaneveldt, 1990).  

Citation context analysis and parsing 
The assumption behind the present study is that terminology used in the citation contexts of citing 
papers reflect upon concepts in a specialty area due to the notion of concept symbols (Small, 1978).  In 
the dissertation work, we focus on the ability of citation context analysis and noun phrase parsing for 
the selection of candidate thesaurus descriptors (Schneider, 2004).  Descriptors reflect standardized, 
agreed upon, terminology in a specialty area, hence, they might as well be used to name concept 
symbols (cited references) and concept groups (cluster) in traditional literature mapping studies.  
Consequently, a prerequisite for the present study is that highly cited references within periodontology 
largely act as concept symbols.   

The basic procedures of the present citation context analysis include: 1) determination and 
identification of citation contexts, 2) parsing of citation contexts in order to extract portfolios of noun 
phrases, 3) Filtering of noun phrases and naming of concept groups.   

A set of rules is developed to define a citation context within a citing paper for the purpose of 
incorporation into the present study.  Two conditions should be accentuated.  Normally, a citation 
context is designated according to a certain sentence limit from or surrounding the reference marker 
(Small (1978; 1986; O’Connor 1982; 1983).  We apply a less rigid citation context limitation, as all 
citing documents from the 2001 sample used in the present analysis are available in electronic form.  
The electronic form makes the manual process of citation context selection less cumbersome and 
swifter.  As a rule of thump, we aim at citation contexts with the least possible number of sentences, 
but still sufficient for construction of a meaningful citation context.  Most of the time, one to three 
sentences suffice, but in some cases we surpass three sentences in order to construct a meaningful 
citation context.  This procedure can be automated though fixed rules are need, which makes the 
process less flexible (O’Conner, 1982; 1983).  Since our study is exploratory, we want to be sure that 
the contexts indeed reflect upon the content of the cited document.   

For the citation context analysis, a minimum number of five citing papers are chosen for each 
cited reference.  This entails that at least five citation contexts are investigated and parsed for each 
cited reference, in order to identify concept symbols and extract contextual and pertinent noun phrases.  
The threshold value of at least five implies a larger probability of highly co-cited references to emerge 
in several ‘extra’ citation contexts, contrary to the ‘lower’ co-cited references.  The rationale behind 
the threshold of at least five citation contexts is twofold.  First, we expect that the majority of cited 
references eventually will attain more than five citation contexts due to the sampling procedure.  
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Secondly, we suppose that a minimum of five citation contexts may be a sufficient number for 
identification of concept symbols.  Eventually, 88 citing documents were needed to obtain at least five 
citation contexts for each cited reference.  Consequently, all citation contexts in the 88 citing 
documents that referred to at least one of the study’s 45 highly cited references were manually 
extracted from the electronically stored documents.   
 
Two important assumptions pertaining to the present method are the consensus usage of terminology 
in the citation contexts of concept symbols, and the conceptual importance of this terminology.  In 
order to extract pertinent noun phrases from the citation contexts, we therefore need to verify whether 
the cited references in fact act as concept symbols within the investigated specialty area.  For this 
purpose, we apply a modified version of the ‘consensus passage’ procedure introduced by Small 
(1986).  For further description of this detailed examination, see Schneider (2004).  Of interest to the 
present study, is simply whether highly cited references within the specialty area of periodontology 
show an inclination to act as concept symbols, similar to a number of other scientific domains (e.g., 
Small, 1978).   

The most profound extension of the present study from former visualization studies is the novel 
step of natural language parsing of noun phrases from the citation contexts.  The rationale for the use 
of noun phrases as key conceptual phrases is that they represent more meaningful concepts than 
individual words (e.g., Anick & Vaithyanathan, 1997).  Noun phrases are believed to be content 
bearing units and thus good indicators of the content of a text.  As an example, noun phrases are 
widely used across sublanguage domains to describe concepts succinctly.  It is therefore appropriate to 
identify and extract such phrases from the citation contexts of citing papers, in order to identify agreed 
upon terminology to be used for naming concept symbols or concept groups.  We use the advanced 
noun phrase parser Connexor (www.connexor.com)1 to select phrases from the citation contexts of 
citing documents.  Connexor is a shallow syntactic parser based on a functional dependency grammar 
that produces part-of-speech tags, noun phrase markers, and relational dependencies between 
constituents.  Connexor is a continuation of the older NPtool noun phrase parser, which was 
specifically developed for automatic indexing purposes (Voutilainen, 1993).  The application of 
parsing techniques for phrase extraction in connection with citation context analysis is very different 
from former approaches (Small, 1978; 1986; O’Conner, 1982; 1983).  The application of a noun 
phrase parser ensures identification of phrases that represent concepts in a more meaningful way than 
individual words alone, and it reduces the workload of manual citation context analysis.   

The citation context analysis and the parsing procedure are illustrated in Figure 1.  The numbered 
circles indicate how to read the successive steps.  Figure 1 depicts the relationship between citing 
papers in a research front and their intellectual base of earlier cited references in a cluster.  The 
highlighted citing paper (1) in the research front refers back to a highly cited reference (i.e., Gottlow et 
al. (1986)).  The citation context for this reference is identified in the citing paper (2).  By comparing 
at least five citation contexts for the same cited reference, it is possible to establish whether this 
reference is a concept symbol to later citing authors.  The degree of consensus usage of terminology is 
what determines the status of the cited reference.   
 

 
                                                      
1 Parsing was carried out at the University of Tampere, Department of Information Studies in Finland. 
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Figure 1: Citation context analysis and parsing process. 

In Figure 1, the concept symbol is marked in the citation context; in this case, the cited reference 
(Gottlow et al., 1986) symbolizes the concept of guided tissue regeneration (3).  Moreover, the 
concept symbol ‘is brought back’ to its cited reference in the cluster in order to transform the cluster 
into a group of concepts, where the meanings common to all concept symbols give name to the 
concept group.  Finally, the citation contexts of the concept symbols are parsed in order to extract their 
attached noun phrases (4).  Eventually, each concept symbol will have a number of noun phrases 
attached to them based on frequency analyses.   

As a final step, a filtering procedure designates the most prevalent noun phrases among the 
portfolios within a concept group.  The filtering procedure is essentially a normalization procedure 
that identifies primary and secondary noun phrases.  Accordingly, the most prevalent noun phrases are 
used to name a concept group.  Eventually, the aim is to investigate to which extent, the cumbersome 
process of manual identification of concept symbols can be substituted by noun phrase parsing and 
creation of portfolios.  In order to verify the appropriateness of the extracted noun phrases in naming 
the concept groups, we use the quantitative indicator of semantic coherence introduced by Braam, 
Moed and van Raan (1991).  

Results 
This section presents the result of the cluster analysis, which is visualized as a Pathfinder network.  
The section also exemplifies the process of naming concept groups, as we use concept group 1 in an 
illustrative case.  Finally, because of the naming procedure, the co-citation network illustrated in 
Figure 2 is transformed into a conceptual network in Figure 3.  For the sake of simplicity, only concept 
group names are visualized.  As indicated, one can zoom in on the individual concept symbols within 
a group to see their attached portfolio of noun phrases.   

The hierarchical cluster analysis is truncated at 13 clusters.  The smallest clusters contain two 
references and the largest clusters contain six references.  The cluster result is visualized below in 
Figure 2 by use of Pathfinder network scaling and Pajek (Batagelj & Mrvar, 1998). 
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Figure 2: Pathfinder network visualization of the clustered co-citation network. 

In the dissertation work, we apply the ‘consensus passage’ procedure in order to verify whether the 
individual cited references (illustrated in Figure 2) act as concept symbols (Schneider, 2004).  A mean 
‘consensus score’ is often used to characterize how well the cited references act as concept symbols.  
The mean ‘consensus score’ measures the degree of consensus among the citing terminology.  The 
mean ‘consensus score’ for the present study is 0.52 (median is 0.56) (Schneider, 2004, p. 255).  This 
we consider a good score that indicates consensual usage of terminology, as it corresponds to the 
exemplary result of 0.48 from the study of leukaemia viruses by Small (1986, p. 102).  The result 
demonstrates that highly cited references within the specialty area of periodontology show an 
inclination to act as concept symbols, thus, the assumptions for the present study is fulfilled.  We 
utilize this knowledge to compare naming of concept groups by use of noun phrase parsing in relation 
to manually deduced interpretations.    

We use concept group 1 as an illustrative example of the naming procedure.  Consider Table 1 
below.  The table contains data for concept group 1, which corresponds to cluster 1 in Figure 2.  The 
concept group contains four significantly co-cited references.  As indicated above from the ‘consensus 
passage’ investigation, these cited references acts as concept symbols.  The second column shows the 
portfolio of noun phrases extracted and attached to each of the four cited references.  A citation 
context frequency is shown in connection with each noun phrase.  The citation context frequency is a 
binary count of the number of citation contexts in which the noun phrase occurs. A threshold value of 
around ⅓ of the sample size is applied.  This implies that in order to be selected for the portfolio of 
frequently occurring phrases, a phrase must occur at least in ⅓ of the citation contexts to a particular 
concept symbol.   
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Table 1: Concept symbols of concept group 1 and their portfolios of noun phrases.  

 

Concept group 1: Enamel matrix proteins 
 
 

Concept symbols Portfolio of extracted noun phrases 
  
  

HAMMARSTROM_97a 5  enamel_matrix_protein 
4  enamel_matrix_derivative 
3  periodontal_regeneration 

  

HAMMARSTROM_97b 7   enamel_matrix_protein 
2   regenerative_therapy 

  

HEIJL_97a 7   enamel_matrix_protein 
3   periodontal_regeneration 

  

HEIJL_97b 16  enamel_matrix_derivative 
14  clinical_attachment_level 
12  gain 
11  treatment 

  

 
Finally, a filtering procedure is applied, which separates the noun phrases from the individual 
portfolios in two categories, primary and secondary phrases.  The filtering procedure is based on a 
simple ‘document frequency analysis’.  The number of citation contexts attached to the individual 
concept symbol influences the frequency count of noun phrases in the portfolios.  Hence, the 
application of ‘document frequency’ at the portfolio level normalizes for the variances in frequencies 
of noun phrases between the portfolios.  Consequently, primary phrases have higher frequencies 
across the portfolios than secondary phrases.  This implies that primary phrases most likely appear in 
several portfolios within a group.  Primary phrases, therefore, most likely reflect upon the common 
concept of the group.  Conversely, secondary phrases are likely to reflect upon specific aspects of the 
common concept within a group.  The result of the filtering procedure for concept group 1 is 
illustrated below in Table 2. 

Table 2: Significant noun phrases in Concept group 1 after filtering. 
 

Primary phrases: 3 enamel_matrix_protein 
2 periodontal_regeneration 
2 enamel_matrix_derivative 

  
  

Secondary phrases: 1 treatment 
1 regenerative_therapy 
1 clinical_attachment_level 
1 gain [discarded] 

  

 
Notice, an ‘inverse document frequency’ threshold is also invoked.  This threshold creates a ‘negative 
dictionary’ of non-significant descriptors that occurs frequently across several of the concept groups.  
Such descriptors are discarded from the process of naming the concept groups.  Accordingly, the noun 
phrases used to name concept group 1 are: enamel_matrix_protein, periodontal_regeneration, and 
enamel_matrix_derivative.  The most significant noun phrase is enamel_matrix_protein. 
 
In order to substantiate the naming of the concept groups, a quantitative indication of semantic 
coherence is also investigated (Braam, Moed, & van Raan, 1991).  The degree of semantic coherence 
can be measured by comparing the individual portfolios of noun phrases attached to the concept 
symbols in a group, with an ‘aggregate portfolio’ of noun phrases that represents the entire concept 
group.  Eventually, the average value of the individual similarity scores indicates the semantic 
coherence within the concept group.  In their study, Braam, Moed and van Raan (1991) obtained 
average cosine similarities in the range of 0.36 to 0.44, which they considered sufficient in order to 
conclude that their groups were coherent.  Thus, we use their results as a baseline for evaluating the 
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average cosine similarities computed for the present concept groups.  Table 3 below, outlines the 
semantic coherence scores for the individual concept groups, as well as manually interpreted names 
for the concept groups.   

Table 3: The semantic coherence scores 
   

Concept 
group no. 

Name of concept groups Semantic  
coherence 

   
   

1 Enamel matrix proteins 0.620 
2 Guided tissue regeneration 0.902 
3 Complications of periodontal disease 0.650 
4 Furcation involvement 0.548 
5 Risk factors for periodontal disease 0.585 
6 Periodontitis progression, p. gingivalis 0.762 
7 Periodontal pathogen, p. gingivalis 0.787 
8 Cytokines 0.707 
9 Periodontal pathogens 0.623 

10 Classification of bacteria 0.774 
11 Periodontal pathogen, A. actinomycetemcomitans 0.638 
12 Periodontal index 0.707 
13 Risk factor of smoking 0.592 

   
 

 
These names are deduced from the manually inferred concept symbols identified from the ‘consensus 
passage’ investigation in Schneider (2004).  The manually inferred names are included in the present 
study only to indicate the resemblance or difference between the parsed and deduced phrases.   

The result of the evaluation and naming of the concept groups is very clear.  All groups are 
semantically coherent.  This implies that the concept symbols within the concept groups unequivocally 
refer to some common concept.  The ‘coherence scores’ in the present analysis, ranging from 0.585 to 
0.902, are far above the results obtained by Braam, Moed and van Raan (1991, pp. 240-241).  Thus, 
compared to their results and subsequent conclusions, the present quantitative coherence results are 
very convincing.  We believe that the aforementioned successive steps ensure that the extracted noun 
phrases are contextual, agreed upon, and therefore assumed to be important and semantically coherent.   

The conceptual network visualized in Figure 3 below, shows the most important noun phrases for 
each concept group resulting from the parsing and filtering procedures.  Noun phrases marked with 
bold in Figure 3, are the most significant among the primary phrases.  
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Figure 3: Visualization of conceptual network, concept groups are named by their most important 

noun phrases. 

If we compare these noun phrases to the manually deduced names in Table 3, we can see that there is a 
considerable overlap.  However, the manually deduced names tend to be a bit broader in their 
conceptions.  For example, concept group 12 is named periodontal index from the manual analysis.  
This is a broader term, which incorporates the parsed phrases gingival index and plaque index.  
Likewise, concept group 8 is named cytokines.  This is also a broader term that incorporates the parsed 
phrases tnf-alpha and interleukin-1beta.   

Nevertheless, the parsed and filtered noun phrases are very specific, contextual, and thus pertinent 
descriptors that characterize their parent concept groups adequately.  This can also be surmised from 
an investigation presented in Schneider (2004), where it is found that 2 out of every three parsed 
primary phrase corresponded to a MeSH® descriptor.  This overlap was statistically significant.  

Discussion 
The present study has briefly introduced a semi-automatic method for parsing and filtering of noun 
phrases from citation contexts.  The purpose of the method is to improve the naming of clusters or 
concept groups in literature visualization studies.  The method aims at reducing the labour intensive 
manual citation context analysis since it automatically extracts phrasal concepts.  At the same time, 
these noun phrases are considered more useful than single words for naming clusters or concept 
symbols in a co-citation network.  Noun phrases extracted by the semi-automatic method are 
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contextual, agreed upon, and pertinent, at least in the case study of periodontology presented in this 
paper.  In fact, the extracted noun phrases can be considered as domain descriptors.   

The result of the case study indicates that the method is able to identify highly important noun 
phrases, and that these phrases accurately describe their parent concept groups (clusters).  However, 
such phrases have tendency to be more specific than manually inferred names. 

Refinements of the method are still needed.  It is very important to reduce the manual workload 
further.  The most obvious next step is therefore to devise an algorithm, based on the experiences from 
present study that can identify suitable citation contexts automatically.  However, a basic weakness of 
the present approach is the dependency of full text documents.   

As indicated in the introduction, Small (1979) pointed to the problem of synonymous terminology, 
and how this influences an automatic frequency analysis needed for semi-automatic citation context 
analysis.  Consider concept group 1.  The two phrases enamel matrix protein and enamel matrix 
derivative are in a so-called definitional relationship to each other; either synonymous, near 
synonymous, or a class inclusion relationship (Soergel, 1974).  A definitional relationship between 
two phrases typically manifests itself in such a way that the phrases rarely co-occur together in the 
same text window (Soergel, 1974).  However, as demonstrated above, the extracted noun phrases in 
the concept groups are semantically related to each other, they all refer to the common concept of the 
group.  These noun phrases appear together because they frequently share the same textual 
surroundings, that is, the context that surrounds a specific concept symbol in citing papers.  The 
citation context is likely to be contextual in relation to subject matter.  It is therefore assumed that the 
selected set of noun phrases is important and semantically related.  The conjecture is that some of 
these noun phrases will co-occur directly with each other in the citation contexts.  While other noun 
phrases will not co-occur at all with each other in these contexts, except that they do co-occur with the 
concept symbol, or rather, with its reference marker.  Thereby, all noun phrases become related to 
each other, either directly by occurring in the same context, or indirectly through their common co-
occurrence with the concept symbol.  For example, noun phrase A and noun phrase B are indirectly 
related if they both co-occur with concept symbol X, but not directly with each other.  Theoretically, 
this opens up the possibility of bringing synonymous or near-synonymous phrases into the analysis.  
These phrases rarely co-occur together, but they often share common textual contexts. 

In Schneider (2004), we demonstrate how second-order co-occurrence analysis can be used in 
citation context analyses to identify definitional relationships among the important noun phrases in the 
concept groups.   
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